
 
 

PARALLEL COMPUTING IN 

IMAGE PROCESSING 

 

INTRODUCTION 

The process of improving an image and 

extracting relevant information from it is known 

as image processing. Image processing is 

becoming more important in a wide range of 

applications. Image processing is widely 

employed in a variety of industries, including 

filmmaking, diagnostic devices, manufacturing 

industries, and weather prediction, among 

others. The photos in some of these locations 

are very huge, but the processing time must be 

very short, and real-time processing is 

occasionally required. Any high-performance 

computing model must include parallel 

processing. It entails the use of a huge number 

of computational resources to finish a difficult 

task or solve a problem
1
. 
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The CPU and RAM are the resources that 

are specific to parallel processing. Image 

processing using distributed programming is a 

 

 new technique to handle image 

processing problems that need long  

processing times or the handling of 

enormous amounts of data in an "acceptable" 

amount of time. The primary principle behind 

parallel image recognition is to break down an 

issue into little tasks and address them all at the 

same time, dividing the overall time spent on 

each task (in the best case). Parallel image 

processing cannot be used to solve all 

problems; in other words, not all issues can be 

programmed in a parallel manner
2.
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Fig1. Serial versus parallel computing
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FEATURES OF A PARALLEL 

PROGRAM 

 A parallel programme must have 

certain characteristics in order to operate 

correctly and efficiently; otherwise, the runtime 

or operation may not function as planned. The 

following are some of these characteristics: 

a) Granularity: It is explained as the 

number of units and it is differentiated as:-  

Coarse-grained: There are few tasks 

that require more intensive computing. 

Fine grain: There are a lot of little 

components, and the computing isn't as 

demanding. 

b) Synchronization: It prevents two or 

more processes from overlapping.  

c) Latency: This is the period of time 

between receiving a request and receiving the 

information.  

d) Scalability: It's described as an 

algorithm's capacity to retain its efficiency when 

the processing power and the complexity of the 

problem grow in lockstep
4
.  

e) Speedup and efficiency: These are 

metrics for evaluating the parallel 

implementation quality. 

 f) Overheads: The computation will 

take some more time. Requirements for 

improved parallel execution performance. 

Computer systems/servers with many 

processors integrated and improved message 

transmission between processors. 

 Parallel processing improves 

throughput by allowing tasks to be delivered 
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faster. In a time-tested system, a large number 

of jobs could be completed. 

TYPES OF PARALLEL 

PROCESSING 

Pipeline parallelism: 

 Longer sequences of protocols, 

or tasks, are paralleled in this type of 

processing, but there are also overlapping 

consecutive processes throughout, allowing for 

a large number of simultaneous tasks. The 

relational paradigm fits in perfectly with that 

model. Some relational operators' output 

becomes the input for other operators, resulting 

in certain waiting period. Through the proper 

application of directional parallelism, a 

significant amount of time can be saved when 

completing a task
5
. 

Independent or Natural 

Parallelism: 

 The processes in this type of 

parallelism are independent of one another. As 

a result, the total delivery time is significantly 

shortened. 

Inter- query and intra-query 

parallelism: 

 Transactions are self-contained. 

There is no transaction that will result in the 

completion of another transaction. By allocating 

each task or concern to a different CPU, a large 

number of CPUs may be kept active. Inter-query 

parallelism is a type of parallelism that uses 

several broken up, independent queries at the 

same time. That model decomposes a large and 

difficult issue into smaller difficulties in order to 

accelerate delivery
6
. It then runs these smaller 

jobs in parallel by allocating them to different 

CPUs. For DSS-type operations, where a 

complete transaction examines, computes, and 

revises thousands of repository blocks, this 

form of parallelism is a natural choice. 

Task parallelism 
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-For Plans and Packages click here- 

Image processing suggestions low level 

methods are grouped into tasks in the job 

parallel strategy, and each task is assigned to a 

different research unit. Picture processing 

software entails a number of different activities. 

Effective knowledge breakdown and influence 

composition are the most important 

considerations in a job parallel strategy
7
. 

CONCLUSION 

Thus, data, task, and pipeline parallelism 

which are used in image processing supports to 

give more efficient results. Several image 

processing techniques, such as edge detection, 

histogram equalisation, noise removal, image 

registration, picture segmentation, feature 

extraction, and many optimization strategies, all 

benefit from parallel computing
8
. 
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